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Abstract

This paper presents an approximate analytical solution of the non-linear Benjamin-Bona-Mahony
equation, Cahn Hilliard equation, Gardner equation, linear Klein Gordon equation.
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1.Introduction

This equation was studied Benjamin-Bona and Mahony in 1972 using as model for the propagation of
long waves in non-linear dispersive systems is of considerable interest in mathematical physics .This
BBM equation does have some advantages , They show the stability and uniqueness of solutions to the

BBM equation. further, has an finite number of integrals of motion, only has three integrals. the BBM
equation also known as the regularized long-wave equation (RLWE) is the partial differential equation.
The authors in [2] using Benjamin-Bona-Mahony equation, from Wikipedia, the free encyclopedia.

The cahn-Hiliard equation finds applications in diverse fields. In complex fluids and soft matter (inter
facial fluid flow, polymer science and in industrial applications) we found some exact solutions of the
equations by considering a modified extended tanh function method a numerical solution to a cahn-
Hilliard equation is obtained using NIW method.

This equations is very crucial in materials many articles have investigated mathematically and
numerically this equation The authors in[14] using solutions of the Cahn-Hilliard equation.

Gardner equation is a nonlinear partial differential equation set up by mathematician clifford Gardner in
1968.Gardner equation has application in hydrodynamics. plasma and quantum field theory The authors
in [8] using Gardner equation, from Wikipedia, the free encyclopedia.

Searching for solitary solutions for nonlinear equation in mathematical physics is attractive in the
solitary theory. For example, Wadati (1972,1973) developed the solitons for KdV and MKdV equation .
In 1993, Rosenau and Hyman (1993) presented a family of fully nonlinear KdV equations K(m, n) and
introduced a class of solitary waves with compact support that are solutions of a two parameter family of
fully nonlinear dispersive partial different equations such as k(2, 2) equation The authors in [1] using
Exact Solitary-Wave Special Solutions for the Nonlinear Dispersive K(m,n) Equations by Means of the
Hompotopy.
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The Klein. Gordon equation Nonlinear phenomena, that appear in many areas of scientific fields such as
solid state physics, plasma physics, fluid dynamics, mathematical biology and chemical Kinetics, can be
modeled by partial differential equations. A broad class of analytical solution methods and numerical
solution methods were used to handle these problems. The initial-value problem of the one-dimensional
nonlinear Klein. Gordon equation, the authors in [12] using Numerical Solution of the nonlinear Klein-
Gordon equation using radial basis functions.

Most of the natural events, such as chemical, physical, biological can be modeled by nonlinear differential
equations. Besides exact solutions, we need their approximate solutions in terms of applicability.
Therefore a lot of approximate numerical and analytical methods are developed and applied for nonlinear
models. The authors in [13] using Numerical Solution of time-dependent Foam Drainage Equation(FDE).

2 Basic ldea of NIM[15]
To describe the idea of the NIM, consider the following general functional equation [3,4,6,7,9,15]:
wlz) = flz)+ Nlulx)), (1)

where N is a nonlinear operator from a Banach space B—B and f is a known function. We are looking for
a solution u of (1) having the series form

=]
u(z) =Y us(z). (2)
i=0

The nonlinear operator N can be decomposed as follows

o2

N (iui)z;"ﬁ(ugj—z N iuj ~-N iuj (3)
i=0 j=0

i=1

From Egs.(2) and (3), Eq. (1) is equivalent to

i u; = f+ *ﬁ"r{un_} + i N i u; | — N Z Uj .—1|
i=0 i=1 j=0

We define the recurrence relation

ug = f, B
u1 = Nug) (6)
Une1 = N(ug+u1 + .+ un) — Nug + w1 + . +up_1), n=123_ (7

then
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(ug+w1+ . Fupg1)=Nug+u+...+u,), n=1223.

If N isa contraction, i.e.
IN(z) = Nyl £ kllz—yl, 0<k<1,
then

|ltnsi|l = ||IN{wo+u1+ . +un)— Nug +ui + .+ un—1)|
kllun| < .. <k |lugl| n=0,1.2.,

[

o0
and the series: > u; absolutely and uniformly converges to a solution of (1) [5] which is unique, in view

i=0
kE—1
of the Banach fixed point theorem [10]. The k-term approximate solution of(1) and (2) is given by " u;
i=0

3. Applications of the NIM[11]:
In this section, we apply the new iterative method approach to study five examples
Example 3.1. We consider the BBM equation

Up = Ugpt — Uz — U Ug

subject to the initial condition

u(z,0) = sec hgi:gj: (9)
therefore from (5) and (10) we obtain

L x
uglx, t) = sech? (—:]
ol T, L) 1)

Therefore, the initial value problem (9) is equivalent to the following integral equations:

ulx,t) = sec h? (E) + Ll tpat — Yo — U Uz — Us), (10
Taking

Niu) = It (Ugat — Uz — U Uz — Uz
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Therefore, from (5), (6) and (7) we can obtain easily the following first few components of the new
iterative solution for the equation (9):
(e 4) = e
ug(x,t) = sech (4) .

1 1
uilx, rJ—L—sech |—|tanhL4}}t+L—sech {—Itanhl )L,

‘9 4 2 4
= —Leech(E)tanh(®)+ L hl—t h?(
ux(z,t) = —ribec I.‘i,lEin {i,l— 3 sec ) tan k }
1, - x 1,3 . 4% g (T
+ﬁt—fr—§)£ech I'E'I tanh(i) +§Lt + 4dt) sech I_E_}tanh (1}
t

—gsec h* (%) - %sec R (;] + gsech"l (;) tanh? (;] — %sec KF (I) tanh (4]

and the rest of the components of iteration formula (8) are obtained. The approximate solution which
involves few terms is given by

u(zx. t) Z*u.z = sec h’ (4) + (lsech 1 tanhd)t+

. g2 .
(% zec h*% tanh ;) t— Eaec h‘l% tanh % + %sec hzi tanh? %
i —Tt— ﬂ sec h®~ tanh = + 1 (% + 4t) sec B4 Z tanh® Z
16 3 4 4 8° 4 4
t 4 : s 1 1 2 T
—Esech E—ESEC.& E—Iaech rimznnh 1
tﬁ'

I sech®ZtannI L
sec an 1

24 4

Example 3.2. We consider the Cahn-Hilliard equation

Up = Ugy — U + U (11)
subject the initial condition
. 1 o
ulr ) = —— (12)
14+ ev7
from (5) and (12) , we obtain
1
g = ll t} D
1+ ev®

Therefore, The initial value problem (11) and (12) is equivalent to the following integral equations:
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. 1
u(z, t) = ———— + It (Uzx — u° + u)
1+ ev®

Taking
Nu)=I; (vzz — u? + iy

Therefore from (5), (6) and (7), we can obtain easily the following first few components of the new
iterative solution for the equation (11) and (12)

ug (x,t) = ———
1L+ evT

uy (x,t) = gV (1 + E?Tij i—

o7 (14e%) —(14e%) "t (1467) ¢

and the rest of the components of iteration formula (8) are obtained. The approximate solution which
involves few terms is given by

—_ 2 T 2 = @ —4 Fm 'y = —3 2 iy = -3
Uy = ir evE 4+ Si eI (1 —eﬁ} +3t?eVE — Jtlevi® (1 +eﬁ) +—H;t evi® (1 +eﬁ) -
4 -2 X = =y =9 A [ 3Fe?ya = =
%[&2"’3’” — 36 11435 (14677) —3% [e—"i —&T"?] (1+67) -
3t [ o 1 fiavme 1 . =T 3t . =4t =\—3
T|: EE +Eez+1i| (1+3"2) —_ lieﬂ (1—8"2} —I(I—E"'z} +
tz T = tz = = 2 33 = tz =
et (103) - St (18) 7 8 (1) T2 6 (1)
: 1 . - -7 i - -2 - -3
u = Zuf= i—evm(l—eﬁ] t——e»ﬂ(l—eﬁ] —(I—I-Ev’?) t+
i=0 1+evz 2
= -1 gﬁg = 31‘2 4 = -5
(1+e_f’) t— 1 e%’?+Te 73 (1+e’“) +3t7eVE — 3tV " (l-l—e??) +
2 e % —3 - = R
]'t;t E\,:Z:x (l—l-ﬂ??) _% [ 'ZVE:I:F_SEEx! +1+381.-’2x:| (14—&\'9)
3t AN LR = - 34 222 1 =242.% 1 = = T
S VI — g vE Al e T 4 T T —
S [e e }(1+e ) 1 [e +45 +4E -I—l](l—l-e )

Example 3.3. We consider the Gardner equation

ue = Bulug + 6u + vpzs (13)
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subject to the initial condition:

ulz,0)=—

o | =

(1 _ tanh{%j) (14)
from (5) and (14) we obtain
L 1 T,
uplx,t) = —3 (1 — tanh{aj)
Therefore, the initial value problem (13) and (14) is equivalent to the following integral equations:
k1 1 i 1 £ 3 »

ulx t) = -3 1— tanhli_l + I, (6uu, + 6u + ugay)

Taking
Nu)=1I [ﬁuzux + 6u + Upzz )

Therefore from (5), (6) and (7), we can obtain easily the following first few components of the new
iterative solution for the equation (13) and (14)

C 1 T,
uplx,t) = ) (1 — tanh{a,l)
uylz, t) = Er sec hzg—% sec hzgtanh ;—g sec hzg tanh® %+3ﬁ tanh g—%sec h‘l%—Et
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Uy = 3;'}3;:154;; chﬁit nh < 5 + ;gigt sec h¥= 5 tanh?® = 3~ ;Egtd sec hE% tanh® %
1;3” t4sec h?2 3 tanh? % - %t* zec hwE tanh % - %ti e hzg tanh% +

ﬁfﬂﬁf;ra ec hsg tanh? % - lzggﬂr sec hd% tanh® % + %f‘ sec hE%tanh;—c
+ fEEEt‘I sec .?14% tanh = 5 + b;;lﬁi\]t“l sec h*; tanh? g — %td sec hgg tanh? =
— gfﬁgﬁgti sec hig tanh? ; lggﬁt hzgt h? ; — :}ljgri c hsg —
gﬁig t4 sec hsg tanh? % E;is 4 h”t% 1;24t4 sec hﬁ% gg;r sec .?155 tanh* -
;Ejgti sec hﬁz tanh® % + lgiﬂﬁ sec hz 5 tanh® = z + %t‘l sec .’11':"E tanh® %
—%ti sec hif; anh® % + %t* sec hSET h3 - ié;gri sec hsa tanh® %
+ ggggti sec hm;tanh% - nggt sec ."'EE tanh’ % — %ﬁ"l zec hzg tanh® ;ﬂ
— 21;48 hmgtanhg % — 33;8 4 sec hzg tanh® % - 32-5I65ﬁ4 sec 1"|',"1“§t5.=tr‘|h5 %
—%tg ec hgg - %r sec .?"EE tanh = 5 — %tz sech?Z 5 ~ tanh? 2 5 + ?tz tanh%
—%tz sec h*% - g %tz sec hEE tanh = 5~ %ﬁz gec hzgtanhg ; + %tz sec hﬁg
—%t gec h*E hznnh3 = —I— l—ﬂﬁt sech” ) mnh4 ; - %t gec h4§ tanh )
—%tz sec h*E tanh® < 5~ ﬁtz sech?Z 5 tanh® ; %ﬁz sec h"l;: tanh® <.
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u = gu{ = %(1 —tanhL 3 ) %sechzg — %sechzgtanh; -I—gsechzgtanhz%
+3t tanh ; — %sec h*% —3t— 32[;?41; sec hﬁg anh = 3 - ggjg sec hﬁg tanh® =
2;12 sec hg—t nh® ; léist gec hggtanh‘? ; - %ti sec hw?t hé - ]_;—E;Sti hggtanh ;
_Sgg‘ff;r sechﬁz tanh? 525 - liggst sech4§ tanh? ; + %t gec hegtanh—
—liggst‘l sec hdf tanh E + 8:;;] sec h‘l—ta h? E - %r‘ sec hS% T,Emh2 =
—gf—?ﬁsti ech4§1 nh* 2 E + %s* sec h3§1 nh? ; ;2; 4 hﬁa -
ggzg sec hEE tan hig — 2048 h4§ + %t hgg gg;i sec hEE tamh4 3
2§z§t sec hﬁ‘; tanh® ; - %t gec hzg tzmh4 x 9049 3 tanh’ %
_%ti sec hig tanh® % + %t* hSET h3 z ;;igti sec hsg tanh®
_Tiﬁti sec h”;tanh; - %tﬂ sec h? ) Z tanh? E - %t* gec h2§13nh5 5
—%t sec hmjta hgg — 3328r4 sec hzg tanhag + %ﬁ" sec h4§tanh5 ;—E
—gtz sec hzg - %tg aecﬁzz tanh = 5 + _11; sech?Z 5  tanh? 2 3 + Etz tanh%
—ﬁtg sec hig - 15 4 %tz gec hgimnh 3~ %tg sec h3§ tanh® £ 2 gtn sech?Z
:zt sec 314 3 tanh® g + %t gec hggtanlﬁ % ﬁt gec h"liumh 5
—%tg sec 314 5 tanh® ; - %tz gec thtanhB g %ti gec h‘iﬁ’[anhg z
Example 3.4. We consider the non-linear dispersive K(2,2) equation
Ur = —2U Up — Oz Vpr — 29U Uapx (13)
subject the initial condition
ulz, 0) = %cosz % (16)
from (5) and (16), we obtain
P S -
uglx,t) = 3 Cos 1

Therefore, the initial value problem (15) and (16) is equivalent to the following integral equations:

4 x
ulz, t) = 3 cos” 1 + L(—2u ue — Oueler — 2U Upas

Taking

Niuw) = L(—2u u, — Buy uge — 2 u g,
Therefore from (5), (6) and (7), we can obtain easily the following first few components of the new
iterative solution for the equation (15) and (16)
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UglE, t) o3 2 %
|:||. )= D cos” —
3 4
C 16t s . ox M r .z
uqlx,t) = —cos” —81n — — — cos — 81N —

9 4 4 3 4 il

1327104 ;, -z . x 6801408 , .,z @

Yz = 33hgogp <O 1fMGT 33@9232r cos” yeint o+
SQBSt cos® i zin® l + lﬂra cos g1n d -+ ISSEDtE CO'Sx zin® d
1206 4 1 54 47473888 47 14
2304 s . x 480 , Lz . .x 288 5, Lx . L,z 06 e r . x
—mt cos Esmz— ligﬁt Cos Ism 1+ lﬁgﬂr cos Esm I—W casznln:l

and the rest of the components of iteration formula (8) are obtained. The approximate solution which
involves few terms is given by

25-, 6t gz . =z XM T . = 132{1[]-;1 T .z
Z““ = cos + g eos” gy — = Cos psin T + memornt % cos 150y
SSDMGSt cos® = sin® = + 3935r3 cos® Zain® 2 4 16t3 cos = sin = 163?Dr % cos? 2 gind 2
3359232 17 17 1206 4 4 54 4 4 3888 4 4
231}4 BE T rli-Sﬂt 3 & 3E+ ?Sqr 3T o T
T9502° % 17 T Ta06" 1" 1T Taee” 1" 1
06 r _ x

Example 3.5. We consider the non-linear Klein-Gordon equation
Up = Upy — U+ U’ (17)
subject the initial condition
w(x.0) = —sechx (18)
from (5) and (18) we obtain
ug(z,t) = —sechx
Therefore, the initial value problem (17) and (18) is equivalent to the following integral equations:
u(z,t) = —sec hx + Li(uze — u + 1)
Taking

-1'\'_|:u.| = Itz —u+ 'IAE:I

Therefore from (5), (6) and (7) ,we can obtain easily the following first few components of the new
iterative solution for the equation (17) and (18)
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uglz,t) = —sechx

u; = (—sechx tanh’z)t+ (sechx)t

0 t?
—t*sech®x + §r2 sech®z tanh®z — t?sechz + 5 tanh®

t? t?
5 sech®z -t sec hx tanh®z — — sechzx

4 4

t
-7 sech®z tanh®z 4+ sec h®z tanh®z — sec h®r tanhzx

£

and the rest of the components of iteration formula (8) are obtained. The approximate solution which
involves few terms is given by

LT ,—

2
. . 9
Z u; = —sechx — (sechzx tan hzxjt + (sechx)t — t*sech’z + Eﬁz sec h¥z tanh®z
i=0
12 2 t2
—t’sechx + r tanh® z — 5 sec h¥z + t? sechx tanh®z — 5 sec hx
4 It , It
——sech®z tanh® x + — sech%x tanh®z — — sech°z tanhx...

4 4 4

4. Conclusions

In this paper, the NIM were successfully applied for finding the approximate solutions of the nonlinear
with initial conditions. The fact that the NIM solve nonlinear problems without using Adomian’s
polynomials and He’s polynomials is a clear advantage of this technique over the decomposition method.
The results show that the method are powerful and efficient techniques in finding exact and approximate
solutions for nonlinear differential equation.

References

[1]
[2]
[3]
[4]
[5]
[6]

[7]

Ahmet Yildirim, Canan Unin and Syed Tauseef Mohyad.(2010), Exact Solitary-Wave Special
Solutions For the Nonlinear Dispersive K(2,2) Equations by Method, Appl.Appl.Math, ISSN:
1932-9466, Special Issue No.1,pp 82-93.

Benjamin-Bona-Mahony equation, from Wikipedia, the free encyclopedia.

Bhalekar S,Daftardar-Gejji V.(2008). New iterative method: application to partial differential
equations,Applied Mathematics and Computation,203(2):778-783.

Bhalekar S,Daftardar-Gejji V,(2010). Solving evolution equations using a new iterative method,
Numerical Methods for partial Differential Equations,26(4):906-916

Cherruauit Y,(1989),Convergence of Adomian’s method.Kybernetes,18(2):31-38.

Daftardar-Gejji Bhalekar VS.(2010). solving fractional boundary value problems with dirichlet
boundary conditions using a new iterative method, Computers & Mathematics with
Applications,59(5):1801-1809.

Daftardar-Gejji V,Jafari H.(2006),An iterative method for solving nonlinear functional
equations, Journal of Mathematical Analysis and Applications,316(2):753-763.

Volume 11, Issue 3 available at www.scitecresearch.com/journals/index.php/jprm 1710]




Journal of Progressive Research in Mathematics(J PRM)
ISSN: 2395-0218

[8] Gardner equation, from Wikipedia, the free encyclopedia.

[9] Hemeda AA.(2012).Formulation and solution of nth-order derivative fuzzy integro-differential
equation using new iterative method with a reliable algorithm, Journal of Applied Mathematics,
Article ID 325473,17 pages.

[10] Jerri  AJ.(1999).Introduction  to  Integral  Equations  with  Applications.  second
Ed.Wiley.Interscience

[11] Marwan Taiseer Alguran. (2012). Applying Differential Transform Method to Nonlinear Partial
Differential Equations: A Modified Approach, Applications and Applied Mathematics,vol.7,
Issue 1,pp.155-163.

[12] Mehdi Dehghan, Ali Shokri.(2009). Numerical solution of the non-linear Klein-Gordon equation
using radial basis function, Journal of computational and Applied mathematics, Vol. 230, Issue.
2,pp 400-410..

[13] Murat Gubes,Yildiray Keskin and Galip Oturanc.(2015),Numerical Solution of time-dependent
Foam Drainage Equation(FDE),Computational Methods for Differential Equations,vol.3,No.
2,pp.111-122.

[14] Yavuz Ugurlu and Dogan Kaya,(2008), Solutions Of The Cahn-Hilliard Equation, Computers &
Mathematics With Applications, vol 56, Issue 12,pp 3038-3045.

[15] Mohamed A. Ramadan and Mohamed S. Al-luhaibi, (2014), New iterative method for solving
the Fornberg-Whitham equation and comparison with Homotopy Perturbation transform
method, British journal of Mathematics and Computer Science, 4(9) 1213-1227

Volume 11, Issue 3 available at www.scitecresearch.com/journals/index.php/jprm 1711




